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Abstract. Veri�cation by state-space exploration is one of the most success-

ful strategies for analyzing the correctness of �nite-state concurrent reactive

systems. Partial-order methods are algorithms for dynamically pruning the

state space of such systems without incurring the risk of any incompleteness

in the veri�cation results. This paper presents results of experiments per-

formed with these algorithms on real protocol examples, and discusses the

practical signi�cance of partial-order methods.

1. Introduction

State-space exploration is one of the most successful strategies for checking the

correctness of �nite-state concurrent reactive systems. It consists in exploring a

global state graph, called the state space, representing the combined behavior of

all concurrent components in the system. Many di�erent types of properties of a

system can be checked by exploring its state space: deadlocks, dead code, unspec-

i�ed receptions, violations of user-speci�ed assertions, etc. Moreover, the range of

properties that state-space exploration techniques can verify has been substantially

broadened during the last decade thanks to the development of model-checking

methods for various temporal logics (e.g., [CES86, LP85, QS81, VW86]).

The main limit of this approach to veri�cation is the often excessive size of the

state space. Owing to simple combinatorics, this size can be exponential in the

size of the description of the system being analyzed. This exponential growth is

known as the state-explosion problem. The state-explosion problem is due, among

other causes, to the modeling of concurrency by interleaving, or, more accurately,

to the exploration of all possible interleavings of concurrent events. For instance,

the execution of n concurrent events is investigated by exploring all n! interleavings

of these events.

Recently, a collection of veri�cation techniques, referred to as \partial-order

methods", have demonstrated that exploring all interleavings of concurrent events

is not a priori necessary for veri�cation. Indeed, interleavings corresponding to

the same concurrent execution contain related information. The intuition behind

partial-order methods is that concurrent executions are really partial orders and

that expanding such a partial order into the set of all its interleavings is an ine�cient
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way of analyzing concurrent executions. Instead, concurrent events should be left

unordered since the order of their occurrence is irrelevant. Hence the name \partial-

order methods". However, rather than choosing to work with direct representations

of partial orders, these algorithms keep to an interleaving representation of partial

orders, but attempt to limit the expansion of each partial-order computation to

just one of its interleavings, instead of all of them. Precisely, given a property ',

partial-order methods explore only a reduced part of the global state space that is

provably su�cient to check the given property. The di�erence between the reduced

and the global state spaces is that not all interleavings of concurrent events are

systematically represented in the reduced one. In what follows, we call \partial-

order method" any algorithm for generating such a reduced state space.

Partial-ordermethods as de�ned above �rst appeared independently in [Val88a,

Val88b] and [God90, GW91b], and were developed further in [Val90, GW91a,

GHP92, HGP92, GP93, Pel93, Val93, WG93, GKPP94, HP94, Pel94]. A

detailed comparison of the results published in these papers is available in [God96].

Partial-order methods are now used in several existing veri�cation tools, and have

been tested on numerous real-protocol examples (e.g., see [GHP92, HGP92,

HP94, GPS96]).

Of course, it has been recognized for some time before the early 90's that

concurrency and nondeterminism are not the same thing. This observation has

actually inspired a fairly large body of work on so-called \partial-order models" of

concurrency (e.g., [Lam78, Maz86, Pra86, Win86]). Work in this area studies

various semantics for concurrency, and compares their properties. Also, partial-

order temporal logics (e.g., [PW84, KP86, KP87, Pen88, Pen90]) have been

designed to be semantically more expressive than previously existing (linear-time

and branching-time) temporal logics. In contrast, partial-order methods yields

results identical to those of veri�cation methods based on classical interleaving

semantics, they just make it possible to perform the veri�cation more e�ciently.

Several approximate methods based on simple heuristics have been proposed

to restrict the number of interleavings that are explored [GH85, Wes86, Hol87].

These heuristics carry with them the risk of incomplete veri�cation results, i.e., they

can detect errors but cannot prove the absence of errors. In contrast, partial-order

methods reduce the number of interleavings that must be inspected in a completely

reliable manner, provably without the risk of any incompleteness in the veri�cation

results.

Strategies for proving properties of concurrent systems without considering all

possible interleavings of their concurrent actions have been proposed in [AFdR80,

EF82, Pnu85, SdR89, KP92b, JZ93]. These proof methods are applied in the

context of an inference system, in which the correctness of a system is established

by proving assertions about its components. This approach to veri�cation has the

advantage of not being restricted to �nite-state systems. On the other hand, it

requires proofs that are manual. Even with the help of a theorem prover, carrying

out proofs with a theorem prover is far from fully automatic since most steps of

the proof require inventive interventions from the user. In contrast, the focus of

the partial-order methods we discuss in this paper is purely on algorithmic issues,

since we discuss fully-automatic state-space exploration techniques.

The idea that the cost of modeling concurrency by interleaving can be avoided

in �nite-state veri�cation also appeared in [JK90, PL90, McM92, Esp94]. In

[JK90], the problem of �nding an \optimal" reduced state space with just enough
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transitions and states to preserve Mazurkiewicz's trace semantics is addressed.

In [PL90], a method that relies on a pomset grammar description of the system is

introduced. Also, in [McM92, Esp94], one �nds a veri�cation method that works

by unfolding a Petri net description of a concurrent system into a �nite acyclic

structure. These methods are quite di�erent from those discussed in this work.

Note that so far none of these other methods have been widely experimented on a

large set of realistic examples, as it has been the case for the partial-order methods

discussed here.

2. Basic Notions

Consider a concurrent system composed of several processes. Let us assume

that the system is represented by a set � of system transitions, speci�ed for instance

in some guarded-command modeling language. The choice of a particular modeling

language and semantics is not essential for the following discussion. What matters

is that it is possible to compute from � a global transition system A

G

(or \global

state space") representing the joint behavior of all the processes in the system. For

the sake of simplicity, we will assume that each transition of A

G

corresponds to the

execution of one system transition t 2 �.

1

We will write s

t

! s

0

to mean that the

execution of the transition t 2 � leads the system from the state s of A

G

to the

state s

0

of A

G

, and s

w

) s

0

to mean that the execution of the sequence w 2 �

�

of

transitions leads from s to s

0

.

The basic idea that enables us to check properties of A

G

without constructing

the whole of A

G

is the following: A

G

contains many paths that correspond simply

to di�erent execution orders of the same system transitions. If these transitions are

\independent", for instance because they are executed by noninteracting processes,

then changing their order will not modify their combined e�ect.

This notion of independency between transitions and its complementary notion,

the notion of dependency, can be formalized by the following de�nition (adapted

from [KP92a]).

Definition 2.1. Let � be the set of system transitions and D � � � � be a

binary, reexive, and symmetric relation. The relation D is a valid dependency

relation for the system i� for all t

1

; t

2

2 �, (t

1

; t

2

) 62 D (t

1

and t

2

are independent)

implies that the two following properties hold for all global states s in the global

state space A

G

of the system:

1. if t

1

is enabled in s and s

t

1

! s

0

, then t

2

is enabled in s i� t

2

is enabled in s

0

(independent transitions can neither disable nor enable each other); and

2. if t

1

and t

2

are enabled in s, then there is a unique state s

0

such that s

t

1

t

2

) s

0

and s

t

2

t

1

) s

0

(commutativity of enabled independent transitions).

This de�nition characterizes the properties of possible \valid" dependency re-

lations for the transitions of a given system. Note that it is not practical to check

the two properties listed above for all pairs of transitions for all states in order to

determine which transitions are independent and which are not. Therefore, in prac-

tice, one uses easily checkable syntactic conditions that are su�cient for transitions

to be independent. See [God96] for a detailed presentation of that topic.

1

Transitions are assumed to be deterministic: the execution of a transition t in a state s

leads to a unique successor state. This is not a restriction since \nondeterministic transitions"

can always be modeled by a set of deterministic transitions with non mutually exclusive guards.
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Following the work of Mazurkiewicz [Maz86], one can use the notion of inde-

pendent transitions to de�ne an equivalence relation on sequences of transitions:

two sequences of transitions are equivalent if they can be obtained from each other

by successively permuting adjacent independent transitions. Thus, given an inde-

pendency relation, sequences of transitions can be grouped into equivalence classes

which Mazurkiewicz calls traces. It is easy to see that sequences of transitions w

1

and w

2

belonging to the same trace lead to the same state of A

G

. This property is

basically what will allow us to only explore part of the global state space A

G

: to

determine if a state is reachable by a trace, it is su�cient to explore one transition

sequence corresponding to that trace.

It might thus appear that we are using Mazurkiewicz's trace semantics. This is

not really so. Indeed, to view Mazurkiewicz's theory as a semantics, the indepen-

dency relation should be considered as part of the semantics: given an independency

relation, one can determine the Mazurkiewicz semantics of a system. The criterion

for a partial construction of the state-space would then be that the Mazurkiewicz

semantics are preserved. Here a less restrictive point of view is taken. The semantic

criterion is that the result of checking a property in the class of interest should be

the same as if checking the property on A

G

. The link with Mazurkiewicz's seman-

tics is only in the fact that the algorithms presented in the next section rely on the

concept of independency and on the properties it implies. With some algorithms,

it is even possible to use de�nitions of independence that are weaker than the one

of De�nition 2.1 (e.g., [GP93, God96]).

3. The Algorithms

In this section, we present the basic algorithmic ideas used in the style of partial-

order veri�cation methods we are considering. For simplicity, we only consider the

problem of detecting terminating (deadlock) states. In order to check for properties

more elaborate than deadlocks (such as arbitrary safety properties or linear-time

temporal-logic formulas), it is usually necessary to preserve more information in the

reduced state space A

R

, i.e, to explore more states and transitions. This is done

by enforcing additional conditions that have to be satis�ed during the generation

of A

R

. We refer the reader to [God96] for a detailed comparison of the various

techniques that have been proposed to address this problem.

The speci�cation of the algorithms we discuss here is thus that they should �nd

all states of A

G

with no outgoing transitions while exploring as small a fraction as

possible of A

G

. All the partial-order algorithms follow the same basic pattern: they

operate as classical state-space searches except that, at each state s reached during

the search, they compute a subset T of the set of transitions enabled at s and explore

only the transitions in T , the other enabled transitions are not explored. We call

such a search a selective search. It is easy to see that a selective search through A

G

only reaches a subset (not necessarily proper) of the states and transitions of A

G

.

Two main techniques for computing such sets T have been proposed in the

literature. The �rst technique actually corresponds to a whole family of algo-

rithms [Ove81, Val91, GW91b, GP93]. It is shown in [God96] that all these

algorithms (including Valmari's algorithms for computing \strong stubborn sets")

compute persistent sets. The second type of technique is the sleep set technique

(e.g., [GW93]). Interestingly, these two techniques are compatible and can be
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used simultaneously to further improve the selection of the set T . We �rst describe

persistent-set techniques.

Intuitively, a subset T of the set of transitions enabled in a state s of A

G

is

called persistent in s if all transitions not in T that are enabled in s, or in a state

reachable from s through transitions not in T , are independent with all transitions

in T . In other words, whatever one does from s, while remaining outside of T , does

not interact with or a�ect T . Formally, we have the following [GP93].

Definition 3.1. A set T of transitions enabled in a state s is persistent in s

i�, for all nonempty sequences of transitions

s = s

1

t

1

! s

2

t

2

! s

3

: : :

t

n�1

! s

n

t

n

! s

n+1

from s in A

G

and including only transitions t

i

62 T , 1 � i � n, t

n

is independent

with all transitions in T .

Note that the set of all enabled transitions in a state s is trivially persistent

since nothing is reachable from s by transitions that are not in this set. Persistent

sets are very similar, although not equivalent, to the \faithful decompositions"

introduced (independently) in [KP92b] and to the \ample sets" used in [Pel93].

Let a persistent-set selective search be a selective search through A

G

which,

in each state s that it reaches, explores only a set T of enabled transitions that is

persistent in s, and that is nonempty if there exist transitions enabled in s. It is

easy to prove that a persistent-set selective search started from the initial state of

A

G

will explore all deadlocks of A

G

[God96].

Of course, the key element required for the implementation of a persistent-

set selective search is an algorithm for computing persistent sets. Such algo-

rithms [Ove81, Val91, GW91b, GP93] infer the persistent sets from the static

structure (code) of the system being veri�ed. They di�er by the type of information

about the representation of the system that they use (e.g., \distinguishing between

internal and global transitions", \which process can access which variable", \which

process can access which variable from its current location", etc.). The aim of these

algorithms is to obtain the smallest possible persistent sets. Usually, the more in-

formation about the program the algorithm uses, the smallest the persistent set it

produces are, albeit at the cost of a higher computational complexity. See [God96]

for a detailed comparison of these algorithms and of their complexity. Note that

exploring the smallest number of enabled transitions at each step of the search

is only a heuristic: it does not necessary lead to the exploration of the smallest

number of states in A

R

.

The second technique for computing the set of transitions T to consider in a

selective search is the sleep set technique [GW93] introduced in [God90]. This

technique does not exploit information about the static structure (code) of the

program, but rather about the past of the search. Used alone it reduces the number

of transitions explored, but not the number of states [God96], which can still be

very useful as we will see in Section 6. Used in conjunction with a persistent

set technique it can further reduce the number of states explored. Indeed, when

the persistent set technique cannot avoid the selection of independent transitions

in a state, sleep sets can avoid the exploration of multiple interleavings of these

transitions. Again, we refer the reader to [God96] for a detailed presentation of

the sleep set algorithm and of its complexity.
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4. How Can Partial-Order Methods Be Evaluated?

How much can one gain by using these algorithms? It is very di�cult to give

a general answer. Indeed, one can quite easily construct families of systems for

which nothing is gained whatsoever. Examples of such systems are systems where

the coupling between the processes is so tight that two independent transitions are

never simultaneously enabled. (The system is in fact purely sequential.) In this

case, partial-order methods yield no reduction, and the selective search becomes

equivalent to a classical exhaustive search.

On the other hand, it is also easy to construct systems for which the growth

of the state space when the number of processes in the system increases is reduced

from exponential to polynomial by a selective search. This is the case, for instance,

for the well-known dining-philosophers example [Val88a]. Going one step further,

it is also possible to �nd examples of systems for which the global state space

increases in size when the value of some parameter grows, while the reduced state

space remains the same. See Chapter 8 of [God96] for such an example.

Clearly, by a biased choice of examples, an arbitrarily exaggerated impres-

sion of the improvements could thus be suggested. For instance, by setting the

number of philosophers to a su�ciently large number, we can claim that we can

verify properties of systems with astronomical numbers of states, like 10

20

states

as in [BCM

+

90], or even systems with in�nite numbers of states. Of course, this

should be taken with a grain of salt since the fact that checking only a small part

of such enormous state spaces is su�cient only indicates that most of the states in

the global state space are uninteresting. This observation leads us to the following

conclusion: the number of states in the global state space of a system does not give

a good measure of its \complexity".

Along the same line of thought, the study of the asymptotic behavior of the

function giving the number of states for di�erent numbers of processes in a system

is only of limited practical interest. Indeed, state-space exploration techniques are

rarely used to verify systems composed of tens of identical processes. For such

systems, it is preferable to use other veri�cation techniques specially tailored for

proving properties of systems with unde�ned numbers of participants (e.g., [KM89,

WL89]).

Consequently, experiments with realistic examples, including industrial-size

ones, appear to be the most informative approach to evaluating partial-order veri-

�cation methods.

5. Evaluation

In order to perform experiments on complex concurrent systems, we have imple-

mented a selective search algorithm using persistent sets and sleep sets in an add-on

package for the protocol veri�cation system SPIN [Hol91]. SPIN is a veri�cation

tool for communication protocols described in the Promela language. Promela is

a nondeterministic guarded-command language. Promela de�nes systems of asyn-

chronously executing concurrent processes that can interact via shared variables

and message channels. Interaction via message channels can be either synchronous

(i.e., by rendez-vous) or asynchronous (bu�ered) with arbitrary (user-speci�ed)

bu�er capacities, and arbitrary numbers of message parameters. These di�erent

types of communication can be combined. Given a concurrent system described
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by a Promela program, SPIN can verify properties of the system by performing a

depth-�rst search in the global state space of the system.

The partial-order package for SPIN that we have developed is available free of

charge for educational and research purposes by anonymous ftp from ftp.monte-

�ore.ulg.ac.be in the /pub/po-package directory. More information on the partial-

order package can be found in the README �le in this directory.

The partial-order package has been tested on various examples of protocols.

The aim of these experiments was to determine the type of reduction that can be

expected on real protocol examples when using the partial-order veri�cation algo-

rithms, and to evaluate the respective impact of these algorithms on the reduction

obtained. In this Section, results obtained with four sample protocols are detailed.

� PFTP is a �le transfer protocol presented in Chapter 14 of [Hol91], modeled

in 206 lines of Promela. It consists of three processes communicating via

FIFO channels.

� MULOG3 is a model of a mutual exclusion algorithm presented in [TN87],

for 3 participants, modeled in 97 lines of Promela. It consists of six processes

communicating via FIFO channels and shared variables.

� ABRA is a model of the Abracadabra protocol presented in [Tur93], mod-

eled in 168 lines of Promela. It consists of four processes communicating via

FIFO channels.

� DTP is a data transfer protocol, modeled in 406 lines of Promela. It consists

of three processes communicating via FIFO channels.

We report here experiments performed using four di�erent algorithms.

� DFS denotes an exhaustive search performed in a depth-�rst order.

� SLEEP denotes a selective search using sleep sets.

� PS denotes a selective search using persistent sets.

� PS+SLEEP denotes a selective search using both persistent sets and sleep

sets.

Results of these experiments are presented in Table 1. All experiments were

performed on a SPARC2 workstation with 64 Megabytes of RAM, using the Partial-

Order Package version 3.0. For each run, the numbers of visited states and traversed

transitions are given. Time (in seconds) is user time plus system time as reported by

the UNIX-system time command. All visited states are stored in a hash table. To

avoid signi�cant run-time penalties for disk-access, visited states can only be stored

in randomly accessed memory, i.e., in the main memory available in the computer

on which the experiments are performed. Consequently, parameter settings in all

the protocols considered were chosen to produce global state spaces that can easily

be stored in 64 Megabytes of RAM. For each run, the amount of memory used is

directly proportional to the number of stored states.

From the numbers given in Table 1, two main observations can be made con-

cerning the respective impact of persistent sets and sleep sets on the reduction

obtained.

� Persistent Sets yield the most important reductions on the number of vis-

ited states. They can also yield good reductions on the number of explored

transitions.

� Sleep sets yield a less impressive reduction on the number of visited states,

but yield very good reductions on the number of explored transitions.
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Protocol Algorithm Stored States Transitions Time

PFTP DFS 446,982 1,257,317 478.2

SLEEP 446,982 622,364 639

PS 276,722 482,722 662.7

PS+SLEEP 249,994 351,633 684.7

MULOG3 DFS 38,181 111,668 25.3

SLEEP 38,181 38,241 30.5

PS 18,537 38,906 25.8

PS+SLEEP 17,984 18,057 26

ABRA DFS 149,816 372,010 494.2

SLEEP 149,816 176,469 546

PS 32,289 40,931 166.3

PS+SLEEP 27,781 34,381 155.7

DTP DFS 251,409 648,467 200.2

SLEEP 251,409 269,912 189

PS 9,904 10,351 11.3

PS+SLEEP 9,904 10,351 11.5

Table 1. Evaluation

For all protocols, the best reductions can be obtained with PS+SLEEP, i.e., by

using simultaneously persistent sets and sleep sets. Using persistent sets and sleep

sets gives better reductions than using persistent sets alone in almost all cases. For

DTP, persistent sets are so good in reducing the number of states and transitions

that sleep sets are not able to improve this result.

These results show that using the partial-order methods discussed in this work

is basically a no-risk improvement. In the worst case, when the reduction is not

su�cient to make up the additional run time overhead (PFTP), the selective search

can be slightly slower than a classical search, but the overall time complexity re-

mains linear in the number of explored transitions.

Moreover, using partial-order methods can strongly decrease both the time and

the memory resources needed to verify properties of concurrent systems (DTP).

Therefore, they can be used to verify more complex protocols.

6. State-Space Caching

Another observation that can be made from the results given in Table 1 is the

following: when using partial-order methods, and especially when using sleep sets,

the number of state matchings, i.e., the number of visited transitions minus the

number of visited states, strongly decreases. This phenomenon can be explained as

follows [GHP92].

When performing a classical search (like DFS), almost all states in the state

space of a concurrent system are typically visited several times. There are two

causes for this:

1. From the initial state, the explorations of all interleavings of a single �nite

concurrent execution of the system always lead to the same state. This state

will thus be visited several times because of all these interleavings.

2. From the initial state, explorations of di�erent �nite concurrent executions

may lead to the same state.
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When using partial-order methods, and especially when using sleep sets, most of

the e�ects of the �rst cause given above can be avoided, and, in many cases, most

of the states are visited only once during the selective search.

States that are visited only once do not need to be stored in memory. Indeed,

the only reason why visited states are stored in memory is to avoid redundant

explorations of parts of the state space: when a state that has already been visited

is visited again later during the search, it is not necessary to revisit all its successors.

Unfortunately, it is impossible to determine which states are visited only once before

the search is completed. However, if most of the states are visited only once, the

probability that a state will be visited again later during the search is very small,

and the risk of double work when not storing an already visited state becomes

very small as well. This enables one not to store most of the states that have

already been visited without incurring too much redundant explorations of parts

of the state space. The memory requirements can thus strongly decrease without

seriously increasing the time requirements.

State-space caching [Hol85, JJ91] is a memory management technique for

storing the states encountered during a depth-�rst search that consists in storing

all the states of the current explored path (i.e., those in the current depth-�rst

search \stack") plus as many other states as possible given the remaining amount

of available memory. It thus creates a restricted cache of selected system states

that have already been visited. Initially, all states encountered are stored into the

cache. When the cache �lls up, old states that are not in the stack are removed

from the cache to accommodate new ones. This method never tries to store more

states than possible in the cache. Thus, if the size of the cache is greater than the

maximal size of the stack during the exploration, the search is not truncated, and

eventually terminates.

We have implemented such a caching discipline in our partial-order package.

The caching discipline can be used with any of the selective-search algorithms that

were considered in the previous section. Results of experiments with di�erent cache

sizes and the algorithms DFS, PS, and PS+SLEEP for the MULOG3 protocol are

presented in Figure 1. For each run, the run time is directly proportional to the

number of explored transitions.

With DFS, these results clearly show that the size of the cache, i.e., the num-

ber of stored states, can be reduced to approximately the third of the total number

of states in A

G

without seriously a�ecting the number of explored transitions and

hence the run time. If the cache is further reduced, the run time increases dramati-

cally, due to redundant explorations of large parts of the state space. This run-time

explosion makes state-space caching ine�cient under a certain threshold.

With PS, this threshold can be reduced to approximately the eighth of the total

number of states. This improvement is not very spectacular because the number of

matched states, even when using PS, is still too important (see Table 1). The risk

of double work when reaching an already visited state that has been removed from

the cache is not reduced enough.

With PS+SLEEP, the situation is di�erent: there is no run-time explosion

anymore. Indeed, the number of matched states is reduced so much (see Table 1)

that the risk of double work becomes very small. When the cache size is reduced

up to the maximal depth of the search (this maximal depth is the lower bound for

the cache size since all states of the stack are stored to ensure the termination of

the search), the increase of the number of explored transitions is still less than 10%
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Figure 1. Performances of state-space caching for MULOG3

with respect to the number of transitions explored by PS+SLEEP when all visited

states are stored in memory, i.e., without using state-space caching.

In other words, the MULOG3 protocol, which has 38,181 reachable states that

can be visited by DFS in 25 seconds (see Table 1), can be analyzed with the same

run time by using PS+SLEEP and state-space caching while storing no more than

150 states. The memory requirements are reduced by a factor of 200 while the run

time remains the same.

Of course, the practical interest of this result is that using partial-order methods

and state-space caching together makes possible the complete exploration of very

large state spaces, that could not be explored so far.

For instance, consider two other versions of the MULOG protocol, denoted MU-

LOG4 and MULOG5, with respectively four and �ve participants. Let PS+SLEEP-

+Caching denote a selective search using persistent sets, sleep sets, and state-space

caching. Tables 2 and 3 present results of experiments performed on MULOG4

and MULOG5 with the algorithms DFS, PS+SLEEP, and PS+SLEEP+Caching.

\Stored states" is the number of stored states at the end of the search. When state-

space caching is used, the maximum number of stored states, i.e., the size of the

cache, is limited to 300,000 states. (This number is approximately the maximum

number of states that can be stored in RAM for MULOG4 and MULOG5 while still

avoiding any paging.) \Cleared states" is the number of times a state was removed

from the cache. \Matched states" is the number of state matchings that occurred

during the search.
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Algorithm Stored St. Cleared St. Matched St. Transitions Time

DFS { { { { {

PS+SLEEP 654,600 0 6,189 660,789 986.4

(2516.7)

PS+SLEEP+Caching 300,000 354,676 6,198 660,874 1122.6

(1184.4)

Table 2. Veri�cation of MULOG4

Algorithm Stored St. Cleared St. Matched St. Transitions Time

DFS { { { { {

PS+SLEEP { { { { {

PS+SLEEP+Caching 300,000 28,613,162 349,904 29,263,066 60,633.1

Table 3. Veri�cation of MULOG5

For MULOG4, DFS was not able to complete its search, since its global state

space is too large to be stored in (64 Megabytes of) memory. Using state-space

caching with DFS does not help, because of the run time explosion mentioned

above. MULOG4 can still be veri�ed using PS+SLEEP, even without state-space

caching. Real time as reported by the UNIX-system time command is given be-

tween parentheses below the run time (user time plus system time). The important

di�erence between these two numbers for PS+SLEEP is due to paging (storing

654,600 states of MULOG4 requires more than 64 Megabytes of RAM, so some of

them had to be stored on disk).

For MULOG5, the only algorithm that is able to completely verify the correct-

ness of this protocol is PS+SLEEP+Caching. The complete selective search takes

approximately 17 hours, and explores 29,263,066 transitions. This means that the

reduced state space A

R

explored by PS+SLEEP contains at most 29,263,066 states.

The size of the global state space A

G

of MULOG5 is not known, but is very likely

several orders of magnitude larger than the largest state spaces that can be explored

by other existing veri�cation tools.

Note that the e�ciency of the state-space caching technique can be dynamically

estimated during the search: if the maximum stack size remains acceptable with

respect to the cache size and if the proportion of matched states remains small

enough, the run-time explosion will likely be avoided. Else one cannot predict if

the cache size is large enough to avoid the run-time explosion.

7. Conclusion

Using partial-order methods is basically a no-risk improvement with respect

to a classical exhaustive search in the state space of the system being analyzed.

Moreover, partial-order methods can yield substantial improvements in the perfor-

mances of the veri�cation. Therefore, these methods broaden the applicability of

state-space exploration techniques to more complex systems.

The reduction obtained depends on the coupling between the processes in the

system. When the coupling is very tight, partial-order methods yield no reduction,

and the selective search becomes equivalent to a classical exhaustive search. When
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the coupling between the processes is very loose, the reduction can be very im-

pressive. For most realistic examples, partial-order methods provide a signi�cant

reduction of the memory and time requirements needed to verify protocols.

It is worth noticing that partial-order methods can already yield good perfor-

mance improvements for verifying systems containing only a handful of processes.

It is not necessary to consider systems composed of tens of processes to obtain spec-

tacular reductions. To put it in another way, the part of the state explosion due to

the exploration of all possible interleavings of independent transitions can already

be very important for systems containing only a few processes, and partial-order

methods are able to get rid of most of this explosion.

This very important point emphasizes the practical signi�cance of partial-order

methods. Indeed, most of the protocol models that are analyzed with state-space

exploration techniques typically contain only a handful of processes. The examples

we have considered in Section 5 reect this reality. For instance, a typical protocol

example is usually composed of a few processes that communicate asynchronously

by exchanging messages through some communication medium, each process being

described by a long piece of sequential code, with complex interactions between

control and data.

Not only these systems are very frequent, but they are also very hard to verify:

they are complex (several hundreds lines of (Promela) code are needed to model

these systems), and their state spaces are highly irregular. Speci�cally, their state

spaces seem to be much more irregular than, for instance, those of systems composed

of many identical processes (or pieces of hardware), for which symbolic veri�cation

techniques are able to capture the regularity of the state space with the guidance

of the user (see, e.g., [BCM

+

90, McM93]). In contrast, for examples of the type

we are considering here, existing symbolic veri�cation techniques were reported to

be inferior to classical state-space exploration algorithms [HD93]. Consequently,

for this particular, though important, class of systems, partial-order methods are

one of the most successful approaches to tackle the state explosion arising during

the analysis of such systems.

Finally, we have shown that using partial-order methods, and especially using

sleep sets, can substantially improve the state-space caching discipline by getting rid

of the main cause of its previous ine�ciency, namely prohibitive state matching due

to the exploration of all possible interleavings of concurrent executions all leading

to the same state. Thanks to sleep sets, the memory requirements needed to verify

large reduced state spaces can be strongly decreased (several orders of magnitude)

without seriously a�ecting the time requirements. This makes possible the complete

exploration of very large reduced state spaces (several tens of million states) in a

reasonable time (one night). Used together, partial-order methods and state-space

caching signi�cantly push back the limits of veri�cation by state-space exploration.

Note

The results reported in this paper appeared in [God96].
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