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Abstract

VeriSoft is a tool for systematically exploring the state spaces of systems composed of several concurrent processes executing arbitrary code written in full-fledged programming languages such as C or C++. We report in this paper our analysis with VeriSoft of the 4ESS switch “Heart-Beat Monitor” (HBM), a telephone switching application developed at Lucent Technologies. The 4ESS HBM plays an important role in the routing of data in the switch, and can significantly impact switch performance. Since VeriSoft automatically generates, executes and evaluates thousands of tests per minute and has complete control over nondeterminism, our analysis revealed HBM behavior that is virtually impossible to detect or test in a traditional lab-testing environment. Specifically, we discovered flaws in the existing documentation on this application and unexpected behaviors in the software itself. These results are being used as the basis for an improved design of the HBM software in the 4ESS switch.

1 Introduction

Concurrent systems are systems composed of elements that can operate concurrently and communicate with each other. Each component can be viewed as a reactive system i.e., a system that continuously interacts with its environment. Concurrent reactive systems are notably hard to design and test because their components may interact in many unexpected ways. Traditional testing techniques are of limited help since test coverage is bound to be only a minute fraction of the possible behaviors of the system. Furthermore, scenarios leading to errors are often extremely difficult to reproduce.

An effective approach for analyzing the correctness of a concurrent reactive system consists of systematically exploring its state space. The state space of a concurrent system is a directed graph that represents the combined behavior of all concurrent components in the system. For software systems, existing state-space exploration tools are restricted to the exploration of the state space of an abstract description of the system, specified in a modeling language (e.g., [HK90, Ho91, DDHY92, FGM92, CPS93, McM93]). Several very complex examples of concurrent systems (e.g., communication protocols) have been modeled and then analyzed using such tools. In many cases, these analyses were able to reveal quite subtle design errors (e.g., [Rud92, CGH93, BG96]). Once the model of a new software application has been thoroughly analyzed, it can also be used as the core of the implementation of the application (e.g., [HP89, FHS95]).

Recently [God97], it has been shown how systematic state-space exploration can be extended to deal directly with “actual” code implementing concurrent reactive software systems, in which processes execute arbitrary code written in general-purpose programming languages such as C or C++. VeriSoft is a tool for systematically and efficiently exploring the state spaces of such systems. By broadening the scope of systematic state-space exploration from modeling languages to programming languages, VeriSoft eliminates one major obstacle to a wider use of these techniques, namely the need to build a model of the software application to be analyzed.

In this paper, we report the first analysis of an actual software product using VeriSoft. We illustrate the application of VeriSoft to the analysis and re-engineering of the 4ESS switch “Heart-Beat Monitor” (HBM), an application that is part of the software controlling the 4ESS telephone switches developed by Lucent Technologies. The HBM of a 4ESS switch determines the status of different elements connected to the switch by measuring propagation delays of messages transmitted via these elements. This information plays an important role in the routing of data in the switch, and can significantly impact switch performance.

This paper is organized as follows. After a quick introduction to VeriSoft, we describe the Heart-Beat Monitor application, as well as the context and motivation for performing this detailed analysis. We then discuss the steps necessary to carry out the analysis of the HBM using VeriSoft. Because no modeling of the HBM code is necessary with VeriSoft, the total elapsed time before being able to run the first tests was on the order of a few hours, instead of...
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We then report the results of our analysis. Since VeriSoft automatically generates, executes and evaluates thousands of tests per minute and has complete control over nonde-
terminism, our analysis revealed unexpected behaviors of the
HB M software that are virtually impossible to detect or
reproduce in a traditional lab-testing environment. Specif-
ically, we discovered flaws in the existing documentation on
this application and unexpected behaviors in the software it-
self. Our results are being used as the basis for an improved
design of the HB M software in the 4ESS switch.

In the light of these experiments, we conclude the pa-
er with a discussion on the benefits and limitations of the
new approach to concurrent program analysis that VeriSoft
provides, and compare it with other approaches.

2 An Introduction to VeriSoft

2.1 Overview

VeriSoft [God97] is a tool for systematically testing concur-
tent systems composed of a finite set of processes and a
finite set of communication objects. Each process executes a
sequence of operations that is described in a sequential pro-
gram written in a full-fledged programming language such as
C or C++. Such sequential programs are deterministic:
every execution of the program on the same input data
performs the same sequence of operations. We assume that
processes communicate with each other by performing oper-
ations on communication objects, such as shared variables,
semaphores, and FIFO buffers, for example. We assume that
operations on communication objects are executed atomi-
cally: namely, no process can execute an operation on a
given communication object while another process is cur-
cently doing so. The execution of an operation is said to
be blocking if it cannot currently be completed; for example,
waiting for the reception of a message blocks until a message
is received. We assume that only operations on communi-
cation objects may be blocking.

We consider concurrent systems that are closed, i.e., that
can evolve and change their state by executing operations.
Thus, given a single “open” reactive system, the environ-
ment in which this system operates has to be represented,
possibly using other processes, in order to close the system.
For this purpose, a special operation “VS-loss” is available
to express a valuable feature of modeling languages, not
found in programming languages: nondeterminism. This
operation takes as argument a positive integer n, and re-
turns an integer in [0, n]. The operation is nondeterministic:
the execution of VS-loss(n) may yield up to n + 1 different
successor states, corresponding to different values returned
by VS-loss.

VeriSoft is a tool for systematically exploring the state
spaces of closed concurrent (nondeterministic) systems. The
state space of such a system is a directed graph representing
all possible scenarios of operations that can be observed dur-
ing any execution of the system. VeriSoft guarantees com-
plete coverage of the state space up to some depth; hence,
all possible executions of the system up to that depth are
guaranteed to be covered. This is in contrast to conven-
tional testing methods, in which only very few scenarios are
explored. Also, VeriSoft has complete control over nondeter-
minism, and can completely reproduce any scenario leading
to an error found during the search. More details about
the state-space exploration techniques used by VeriSoft are
given in the next section.

Two main classes of errors can be detected by VeriSoft:
deadlocks and assertion violations. Deadlocks are states
where the execution of the next operation of every process in
the system is blocking. Deadlocks are a notorious problem
in concurrent systems, and are extremely difficult to detect
through conventional testing methods. Assertions can be
specified by the user with the special operation “VS-assert”.
This operation can be inserted in the code of any process,
and takes as its argument a boolean expression that can test
and compare the value of variables and data structures local
to the process. When “VS-assert(expression)” is executed,
the expression is evaluated. If the expression evaluates to
false, the assertion is said to be violated. Many undesirable
system properties – such as unexpected message receptions,
buffer overflows, and application-specific error conditions –
can easily be expressed as assertion violations.

When an error of the type listed above is detected dur-
ing state-space exploration, a scenario leading to the er-
ror state is exhibited to the user. An interactive graphi-
cal simulator/debugger is also available for replaying sce-
narios and following their executions at the instruction or
procedure/function level (see Figure 1). Values of variables
of each process can be examined interactively. Using the
VeriSoft simulator, the user can also explore any path in
the state space of the system with the same set of debug-
ging tools.

2.2 State-Space Exploration in VeriSoft

In the VeriSoft terminology, operations on communica-
tion objects are called visible operations; VS-loss and VS-assert
are also considered visible operations. The other operations
are called invisible.

A concurrent system is said to be in a global state when
the next operation to be executed by every process in the
system is a visible operation. Every process in the system is
always expected to eventually attempt execution of a visible
operation. (When a process does not attempt to perform a
visible operation within a given – user-specified – amount
of time, VeriSoft reports an error called “divergence”.) This
assumption implies that initially, after the creation of all the
processes of the system, the system may reach a first and
unique global state s0 called the initial global state of the
system. A transition is one visible operation followed by a
finite sequence of invisible operations performed by a single
process and ending just before a visible operation. The state
space of the concurrent system is then defined as the global
states that are reachable from the initial global state s0, and
of the transitions that are possible between these. It can
Figure 1: Screenshot of the VeriSoft Simulator
be proved [God97] that deadlocks and assertion violations can be detected by exploring only the global states of a concurrent system that satisfies the above assumptions.

VeriSoft can systematically explore the state space of a concurrent system as defined above. In a nutshell, systematic state-space exploration is performed by controlling and observing the execution of all the visible operations of all the concurrent processes of the system. Every process of the concurrent system to be analyzed is mapped to a UNIX process. The execution of the system processes is controlled by an external process, called the scheduler (see Figure 2). This process observes the visible operations performed by processes inside the system, and can suspend their execution. By resuming the execution of (the next visible operation of) one selected system process in a global state, the scheduler can explore one transition between two global states in the state space of the concurrent system. By reinitializing the system, the scheduler can explore alternative paths in the state space. Note that there are exactly two sources of nondeterminism in the concurrent systems we consider here, namely concurrency and VS toss operations, and that the VeriSoft scheduler has complete control over both. Therefore, VeriSoft is always able to completely reproduce any scenario leading to an error found during a state-space search.

Since states of programs written in programming languages can be very complex (because of pointers, dynamic memory allocation, large data structures of various shapes, recursion, etc.), the VeriSoft scheduler does not attempt to compute any representation for the reachable states of the system being analyzed, and hence performs a systematic state-space exploration without storing any intermediate states in memory. It is shown in [God97] that the key to make this approach tractable is to use a new search algorithm built upon existing state-space pruning techniques known as partial-order methods [God96]. For finite acyclic state spaces, this search algorithm is guaranteed to terminate and can be used for detecting deadlocks and assertion violations without incurring the risk of any incompleteness in the verification results. In practice, VeriSoft can be used for systematically and efficiently testing the correctness of any concurrent system, whether or not its state space is acyclic. Indeed, it can always guarantee, from a given initial state, complete coverage of the state space up to some depth.

3 The Heart-Beat Monitor

3.1 Background

The 4ESS switch is a feature-rich, high-capacity toll and tandem switch used by both local and interexchange carriers [ACFM94]. It provides an efficient platform for the routing of telephone calls through a high capacity digital switching fabric. Three elements make up the 4ESS switch system architecture (see Figure 3): the switching processor platform, the switching fabrics platform, and the customer interface platform. The switching processor platform controls the system, ensuring that calls are routed through the switching fabric from telephone user to telephone user. The customer interface platform provides for customer interaction features within the switch.

The primary processor within the switch is the 1B processor. This processor is a special purpose Lucent product tailored to the needs of the 4ESS switch [DMM+95], and has a number of special-purpose functions that facilitate efficient telephony applications. The Common Network Interface (CNI) ring is the switch’s interface to common channel signaling links, such as Common Channel Signaling 7 (CCS7) or Q.931 Integrated Services Digital Network (ISDN). A 3B20 processor [S83] is used within the 4ESS to support the processor platform’s disk backup and to connect the 1B processor with the CNI ring; the 3B20 processor is another Lucent Technologies processor product that has found use in several Lucent switching systems such as the 4ESS and 5ESS switches. The CNI ring is a token ring with a number of specialized signaling processors. One node on the CNI ring is the Direct Link Node (DLN); it provides a high speed connection between the 3B20 and the CNI ring.
Figure 3: 4ESS Switch Architecture

Figure 4: 4ESS Heart-Beat Monitor
and is a member of the Motorola 680x0 processor family.

Since the 1B processor controls call processing, a communications path between the 1B, 3B20 and DLN processors is required to pass messages received from the common channel signaling network. To ensure that these processors are all communicating, the End to End Integrity pattern is used. This pattern describes the need to check for reliable communications at the ends of the path, rather than trusting the individual components along the path to indicate that they are functioning reliably. In the present case, a message (or "heart-beat") is sent from the 1B through the 3B20 to the DLN for return to the 1B to ensure that the entire data path is working (see Figure 4). If there are problems at any point along the way (i.e., in the 1B, the 3B20, the DLN or any of the communication paths) the message will not be reliably returned, indicating the need for some fault recovery action. The Heart-Beat Monitor (HBM) software — which executes on the 1B processor — is responsible for measuring the propagation delays of messages between the 1B and the DLN. Upon receipt of the returned heart-beat messages, the 1B processor determines the elapsed time required by the message to traverse this entire two-way path. If the sequence of message delays become unacceptably high, the HBM software causes signaling messages to be directed away from this path in favor of alternative signaling paths not requiring this chain of processors. This cessation, termed resource suspension in this article, is not a desirable state for 4ESS switch operation: it isolates a high volume signaling interface, requiring that alternate, lower volume interfaces be used instead.

The 4ESS switch project has the goal to make the switch as reliable as possible, and hence, the hardware and software components of the switch are continually improved. The HBM is not immune to this improvement process: it was redesigned several years ago to make it less sensitive to transient increases in the propagation delays of heart-beat messages, and is once again being examined in order to improve its functioning. The overall goal is to make the HBM software more robust by eliminating inappropriate invocations of resource suspension.

The first step in this redesign process was to understand thoroughly the behavior of the current version of the HBM software. Since the original developers were no longer available, the current development team had to look at the existing documentation and the actual source code to obtain this understanding. This existing documentation consisted of English language descriptions, illustrative scenarios and hand-generated state-machine tables.

The complexity of the software renders it difficult to model and analyze by hand, and hence a collaboration was begun between research and development to apply automatic verification techniques to aid in understanding the application.

The following sections provide more details about the HBM software and describe our analysis of the software using VeriSoft.

### 3.2 Details of the Software

The HBM software runs on the 1B processor. Its main procedure is executed at (approximately) fixed intervals of time, called the scheduling interval of the HBM. This is also the period of time between two successive heart-beat messages sent by the HBM to the DLN. As shown in Figure 4, these messages are sent via the 3B20 processor, which simply passes them along to the correct destination.

The only constraints that can be assumed about the DLN is that heart-beat messages sent by the 1B processor will not be re-sent in a different order by the DLN. However, there can be arbitrary delays in the re-sending of messages, and messages may be lost. Thus, every heart-beat message sent by the 1B processor must contain some information that uniquely identifies it, and the HBM software must keep track of the time that it was sent.

When a message is received from the DLN, the HBM software calculates the propagation delay of the message — namely, the elapsed time between the send-time and the receive-time of the message. In principle, the number of outstanding messages (sent but not yet received) can be unbounded. However, memory and performance considerations of the switch imply that only a small number of outstanding messages can be tracked by the HBM. Similar concerns apply to the count that HBM keeps of messages that have either arrived late or have been deemed as lost.

The HBM software thus keeps a small fixed-size array of messages sent to the DLN. When a message is sent, it is marked with its array index and with a time-stamp indicating the time it was sent. When a message is received from the DLN, a function is (virtually) instantaneously called in the 1B processor to mark the receive-time of the message.

Messages fall into four categories depending on their propagation delay:

- A message is considered to be on time if its propagation delay is less than some constant $d_{on-time}$, which itself is less than the scheduling period of the HBM. Thus, an on-time message will be received before the next invocation of the main HBM procedure.

- A message is considered to be slightly late if its propagation delay is greater than the above constant $d_{on-time}$ but less than the the scheduling period of the HBM. Thus, a slightly late message will also be received before the next invocation of the main HBM procedure.

- A message is considered to be late/lost if its propagation delay is greater than the above constant $d_{on-time}$. Hence, slightly late messages are also considered to be late/lost.

- A message is considered to be stale if its propagation delay is greater than $k$ times the scheduling period of the HBM, where $k$ is the size of the message array. Stale messages are deemed as lost and are discarded.

In order to avoid high sensitivity to propagation delays of individual messages, the HBM software is structured in three
stages. The first stage indicates that resource suspension has not been triggered in the recent past. The second stage serves to dampen the sensitivity of the HBM to individual delays for a period of time, and the third stage is intentionally sensitive to all delays. The only legal state changes are from the first stage to the second, then to the third, and then back to the first. Changes between stages are triggered by sequences of heart-beat message delays and the passage of time measured in multiples of scheduling periods. Resource suspension can be triggered only in the third stage.

When the main procedure of the HBM software is entered, the message array is searched in a fixed-order for the first entry in which the receive-time is recorded. This indicates that a (non-stale) message with this index was newly received; this message is then processed as described below. This cycle continues until all newly received messages have been processed. Figure 5 gives a simplified pseudo-code description of the message processing algorithm implemented in the actual software.

```c
if message arrives on-time
   then
      if count > 0
         then count:=count-1
      else
         if count < 1
            then count:=count+1;
         if count=2
            then
               if currently in stage 1
                  then immediately enter stage 2
               else
                  if currently in stage 2 and have spent more than dStage2 time in stage 2
                     then immediately enter stage 3;
               if count < 2 and not currently in stage 2
                  then count:=count+1;
```

Figure 5: Algorithm for Processing Messages

We make a few observations about the algorithm. In stage 3, the counter is incremented by 2 for a late/lost message, up to a maximum value of 3. However, the counter is decremented only by 1 for a message that arrives on time. This reflects the use of the “leaky bucket counter” pattern [see [ACG+96]] in the design of the HBM. This is intended to make the HBM less sensitive to transient late messages, while guaranteeing that if a certain number of messages arrive late – even interspersed with on-time messages – resource suspension will be triggered. A leaky bucket counter is also used in stage 1, but its maximum value cannot exceed 2 in this stage. The behavior in the second stage is more complicated. Namely, the leaky bucket counter pattern is used only under certain conditions; this provides another dampening effect on the sensitivity to individual delays.

After all of the newly received messages have been processed, the HBM gets ready to send its next heart-beat message, whose index is determined in a round-robin fashion from the message array. If the previously sent message with that index has not yet been received, it is declared to be stale and the late/lost message counter is updated as described in Figure 5 (according to the case in which the message is not on time).

The HBM then checks whether the late/lost message counter is set to 3, its maximum possible value. If this is the case and the HBM is currently in Stage 3, resource suspension is triggered.

Finally, a new heart-beat message is sent to the DLN. The index of the message is the next index above, and the send-time is the current time. The main procedure then exits.

4 Getting Started

In order to analyze the HBM application using VeriSoft, the HBM code has to be executable, and an executable representation of the environment in which the HBM operates has to be provided in order to close the system.

The actual HBM software is written in a proprietary assembly language and runs only on the 1B processor. As part of a previous re-engineering effort of applications developed in this language, a compiler from this assembly language to the C programming language had been developed. The compiler-generated C translation of the original HBM assembly code was used for the experiments reported in this paper. Precisely, the output of the compilation is a single C procedure. To obtain an executable program, a simple “wrapper” program that periodically calls this procedure was used.

As mentioned above, the HBM application is just one of the many tasks executed on only one of the processors that can be found in a 4ESS switch. A complete representation of such a complex environment would be far too detailed for an analysis focused only on the HBM code, and was not available anyhow. Therefore, a simplified executable representation of this environment was used in order to simulate its visible behavior.

Our analysis used the following structure of the closed system formed by the HBM and its environment. The DLN is simulated by a separate process implemented in the C programming language, while the transmission medium between the 1B processor and the DLN is modeled by two bounded FIFO message queues, one queue for each direction. Upon receipt of a heart-beat message, the code for the DLN nondeterministically decides (with a call to VS_loss) either to lose this message or to retransmit it with a propagation delay nondeterministically chosen among the relevant categories presented in the previous section. The code for the DLN is designed in such a way that the send/receive-time associated with messages sent/received by the HBM are consistent. For instance, two time-stamps associated with two consecutive messages must be increasing. Also, the receive-time of a message must always be greater than its send-time.
PROPERTY | ANALYSIS
--- | ---
1. If no heart-beat messages ever return to the 1B processor, then resource suspension is triggered for the first time after \(a_1\) intervals. | true
2. If the DLN resends every message slightly late, then resource suspension is triggered for the first time after \(a_2(\leq a_1)\) intervals. | true
3. What is the minimum number of intervals needed to trigger resource suspension? | \(a_2\)
4. What is the minimum number of late/lost messages needed to trigger resource suspension? | \(b\)
5. If messages strictly alternate between being slightly late and on time, then resource suspension will never be triggered. | false!
6. Stage 2 is always exited exactly \(c\) intervals after it is entered. | false!
7. Triggering of resource suspension by the HBM is independent of the system initialization time. | false!

Figure 6: Properties Considered in Our Analysis

To give the reader an idea of the complexity of the system being analyzed, the closed concurrent system composed of the HBM code, its wrapper and the code for the DLN is implemented by several hundred non-commentary source lines (NCSL) of C code. Although the size of this application is very small compared to the total size of all the software needed to control a telephone switch (typically millions of lines of code), it is nevertheless far too complex to be thoroughly and reliably analyzed by manual code inspection (as will become clear in the next section).

Various versions of the environment were also used to test properties of the HBM under specific constraints. For instance, counters can be used to limit the number of late/lost messages. By progressively increasing the maximum value of such counters, VeriSoft can be used to show properties such that “at least \(b\) late messages are necessary to force the HBM to trigger resource suspension”. Properties that were checked are presented in the next section.

5 Results of Analysis

The starting point of our analysis was a document summarizing the findings of a team of developers who undertook a previous reverse-engineering effort to better understand the HBM software. The document consists of English descriptions, illustrative scenarios, and state machine tables formally specified by hand. In the course of our analysis, we verified and extended some properties given in the document, disproved other properties given in the document, and identified some quite unexpected behaviors of the software.

The properties considered in our analysis are summarized in Figure 6. The assumptions on the DLN and the transmission medium specified earlier are implicit in the properties given in Figure 6 and throughout the following discussion. Figure 6 uses the definitions from the previous section. We note that \(a_1, a_2, b\) are small integer constants such that \(a_2 < a_1 < 20, b < 10, \) and \(c < 10\). (We cannot reveal the actual values of these constants because of proprietary considerations.)

To analyze these properties using VeriSoft, we modified the HBM code so that an assertion is violated if and only if resource suspension is triggered. Namely, we added a “\(\text{VS}_{\text{assert(0)}}\)” statement to the (unique) point in the HBM code where resource suspension can be triggered. We then modified the environment from the “Getting Started” section in accordance with the property under analysis, and used VeriSoft to automatically search for scenarios in which the assertion is violated.

Properties 1 and 2 were described in some detail in the document, and hence were the starting point of our analysis. To verify Property 1, we implemented an environment that did not re-send any messages back to the HBM. We then used VeriSoft to automatically analyze the closed system. Since these environment implementations did not contain any nondeterminism, there was a unique minimal scenario demonstrating each property. It was then easy to show that resource suspension is indeed triggered for the first time after \(a_1\) intervals. The verification of Property 2 was analogous.

A natural question that arises in this context is whether there are any possible behaviors of a (legal) DLN and transmission medium under which resource suspension is triggered in fewer than \(a_2\) intervals. In particular, what is the minimum number of scheduling intervals needed to trigger resource suspension? This corresponds to Property 3.

In order to address this question, we used the full environment, described in the “Getting Started” section. We modified the closed system – consisting of the combination of the HBM code and this environment – to terminate after \(a_2 - 1\) intervals. VeriSoft systematically searched the state space and discovered that resource suspension was not triggered prior to termination. Together with Property 2 this implies that a minimum of \(a_2\) intervals are needed in order to trigger resource suspension, resolving Property 3. Note that the state of the system at any point in a given scenario can a priori depend on the entire scenario up to that point. Furthermore, this closed system can exhibit at least a few
### Figure 7: Scenario Related to Property 7

The scenario is executed starting from the initial state of the HBM; at the end of the execution, the HBM is still in Stage 1.

Suppose a single on-time message is added at the beginning of the scenario. This new scenario is executed starting from the initial state of the HBM; at the end of this execution, the HBM is in Stage 2.

The scenario of Figure 7 can be extended in such a way that the presence or absence of a single additional on-time message at the beginning of the scenario makes the switch...
trigger resource suspension or not. The existence of this scenario shows that the behavior of the HBM can be dependent on the exact number of intervals during which the system has been running, and hence on the system initialization time! In other words, two switches using this HBM code but initialized at different times may react differently to the same sequence of events, and therefore, their behavior can sometimes be very hard to predict. This pair of scenarios disproves Property 7.

6 Conclusions and Comparison With Other Work

We have presented an analysis of the Heart-Beat Monitor of a telephone switch using VeriSoft, a tool for systematically exploring the state spaces of systems composed of several concurrent processes executing arbitrary (e.g., C or C++) code. Our analysis of the HBM discovered flaws both in the existing documentation and in the software itself. Based on these findings, we have recently modified the code in several ways to make it more robust and predictable. We then used VeriSoft to systematically test that the desired properties were indeed satisfied by the modified code. Traditionally, the development team has been necessarily cautious in performing any changes in the HBM software, since it can potentially impact the routing of millions of telephone calls per day. However, the confidence gained by our systematic analysis has led the development team to decide to incorporate our modifications into the 4ESS switching software.

With the help of VeriSoft, our analysis revealed HBM behavior that is virtually impossible to detect or test in a traditional lab-testing environment, because of the lack of controllability and observability inherent in such environments. Moreover, running a single test in these environments — which involve actual switching hardware and complex initialization procedures — is much more expensive and clumsy than running thousands of tests, automatically generated, executed, and evaluated by VeriSoft, on a standard UNIX workstation. Also, since VeriSoft has complete control over nondeterminism, it can systematically search the state space of a system, and is able to completely reproduce any scenario leading to an error found during the search.

The reason why systematic state-space exploration techniques are increasingly being used is precisely because they can detect and reproduce errors that would be very hard to detect and reproduce otherwise. By extending the scope of these techniques from modeling languages to general-purpose programming languages, VeriSoft eliminates one major obstacle to a wider use of these techniques, namely the need to build a model of the application to be analyzed. The elimination of this time-consuming and error-prone task (plus the non-negligible effort needed to become familiar with a modeling language) makes systematic state-space exploration much more attractive and economically feasible for applications developed in an industrial environment, where systems are always developed under tight pressure.

Besides reducing the up-front cost of using systematic state-space exploration, another advantage of VeriSoft is that it exercises the actual code of the concurrent reactive software under analysis. Since most of the time during an analysis is typically spent to examine (user-defined or automatically-generated) scenarios with the interactive simulator, the user’s knowledge of the existing code can strongly facilitate the examination of these scenarios. If the code is unknown to the user, VeriSoft can be used to discover the precise dynamic behavior of the application: VeriSoft is WYSIWYG (What You See/Simulate Is What You Get).

This feature of VeriSoft supports new applications for systematic state-space exploration techniques, such as reverse engineering. Indeed, the state space of the actual system contains much information that can be used to better understand how the code is being exercised and how the different processes behave and interact with each other [BG97]. After all, most development efforts are typically spent in studying and modifying existing code. Also, VeriSoft can be useful for regression testing since properties that hold on a previous version of a product can be tested against new versions of the software when modifications are performed.

On the negative side, since VeriSoft does not store any states in memory, it cannot detect cycles in the state space being explored, and hence is restricted to checking safety properties [AS87]. For the same reason, the termination of the search is not guaranteed when the state space contains cycles. (Obviously, even a theoretically-terminating finite-state search might fail to terminate due to the excessive resources that it requires.) This is often not too troublesome in practice since the main goal is to be able to systematically and efficiently search a meaningful portion of the state space within a reasonable amount of time, in order to detect unexpected behaviors of the system. For the application considered here, VeriSoft proved to be a powerful and efficient tool for this purpose.

Note that the size of the state space depends on the nondeterminism in the system, and hence often depends critically on the representation of the (typically nondeterministic) environment of the application being analyzed. Therefore, such an executable representation of the environment has to be developed with care.

Systematic state-space exploration is complementary to other approaches to concurrent reactive program testing and analysis. For instance, static analysis techniques (e.g., CC77, MJ81, ASU86) automatically extract information about the dynamic behavior of a sequential program by examining its text. Variants of these techniques have also been proposed for the analysis of programs written in concurrent programming languages such as Ada (e.g., [Tay83, LC91, MR93, Cor96]). For specific classes of concurrent programs, these abstraction techniques can produce a “conservative” model of the system that preserves basic information about the communication patterns that can take place in the system. Analyzing such a model using standard model-checking techniques can then prove the absence of certain types of errors in the system. In contrast, our approach is based on the dynamic observation of the “actual” processes of the concurrent system. This makes possible a much closer examination of the behaviors of the system and the detection of a wider range of errors. Moreover, we do not rely on any specific assumption about the static structure of the programs.
used to represent the behavior of processes, which can actually be written in any language. Interesting future work is to combine the strengths of both the static and dynamic approaches.

VeriSoft also differs from specification-based testing frameworks for reactive programs (e.g., [DY94, Ric94, CRS96, JPP+97]). These techniques compare the input/output behavior of an open reactive program with respect to a high-level specification of its visible behavior. In contrast, VeriSoft was designed to check properties of closed systems composed of multiple processes. It neither enables nor requires the user to provide a precise specification of the input/output behavior of the system to be analyzed. In the case of an open reactive system, it makes it possible to represent the environment of the open system by other processes, and then to check “global” properties of the joint behavior of these processes, in the style of what is usually done with model checking.

Another related and complementary area of research concerns the design of simulators and debuggers for distributed and parallel programs (e.g., [CMN91]). These tools are used to monitor the execution of concurrent processes running in their actual environment. In contrast, VeriSoft has complete control over nondeterminism in order to be able to systematically search the state space of the system for coordination problems. Therefore, it does not preserve quantitative properties (related to timing, performance, etc.) of the whole concurrent system.
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